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Abstract

In this paper, we present preliminary results of
our ongoing work on cross-corpora analyses of
smiles and laughter mimicry. For this, instead
of recording new data, we leverage the ones
produced and available. We analyze smiles
and laughs mimicry in three different datasets
and show results similar to our previous work.
The data used here can be accessed at: https:
//doi.org/10.5281/zenodo.3820510.

1 Introduction

Smiles and Laughs (S&L) are important expres-
sions to consider in dyadic interaction-related ap-
plications due to their frequency of occurrence and
the broad range of functionality they have in such
context. A plethora of work can be found on these
two expressions in many different domains. It has
been shown, on one side that S&L are contagious
(Hess and Bourgeois, 2010; Navarretta, 2016) and
that a mirroring or mimicry effect exists, and on an-
other, that they play important roles in interactions
(Lockard et al., 1977; McKeown and Curran, 2015).
In our previous work S&L dynamics were studied
on a dataset of dyadic interactions, among which
the S&L mimicry between interlocutors (El Had-
dad et al., 2019). In that work, two main aspects of
S&L dynamics were studied: mimicry of one inter-
locutor’s expressions onto the other, and the poten-
tial influence of these expressions had on each other
in a sequence for the same speaker. In both these
aspects, parameters like the interlocutors’ roles in
the conversation (speaker or listener) and the S&L
intensities were taken into account. That work
was done on a single dataset of dyadic interaction
recordings. In this paper we show first results on
our attempt of reproducing our previous work on
larger and more diverse data. Indeed, the study
done in (El Haddad et al., 2019) was focused on a
specific group of people and the data were manu-

ally annotated by four annotators. Replicating this
work on datasets recorded in different contexts, for
different purposes and with participants of differ-
ent backgrounds would help better understand the
dynamics of S&L in interactions and reduce the
annotations biases like the annotator’s subjectivity
from the analyses.

2 Data used

All the datasets considered here contain dyadic con-
versations, but each were recorded for different pur-
poses, with participants of different backgrounds,
in different contexts and environments. We focused
on three main datasets. In the Cardiff Conversation
Database (CCDB) (Aubrey et al., 2013), the interac-
tions were in English and the participants were pre-
sumably, in majority, of British background and so,
native English speakers. They were free to discuss
any topic even though some general topics were
sometimes suggested to them. The IFA Dialog
Video Corpus (IFADV) (Van Son et al., 2008) inter-
actions were in Dutch with scripted and freely spo-
ken data. The participants were presumably mostly
of Dutch background and so, are native Dutch
speakers. For the Naturalistic Dyadic Conversation
on Moral Emotions (NDC-ME) database1 (El Had-
dad et al., 2018a,b), the interactions were in English
with participants of different backgrounds. These
latter asked each other pre-assigned questions in
turns. Most of the participants in this dataset are not
native English speakers. So the main differences
between these datasets reside in the languages used,
the participants’ backgrounds and the topics dis-
cussed but also notably the angle of the recording
cameras, the recording environment and the quality
of the data recorded differ.

1Please contact the authors for access to NDC-ME.

https://doi.org/10.5281/zenodo.3820510
https://doi.org/10.5281/zenodo.3820510
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3 Annotation

The Roles (speaker/listener), the smiles and the
laughs were annotated by a single annotator follow-
ing the protocol described in (El Haddad et al.,
2018b, 2019). At the moment of writing, the
dataset was annotated only partially due to the time
consuming nature of this process and the resources
required. A session representing the entire interac-
tion between both participant, we ended up with 7
sessions (14 participants) for CCDB, 8 for IFADV
and 4 for NDC-ME. But only the first 1 or 2 min-
utes (depending on the session) were annotated
for CCDB and IFADV while the entire sessions
were annotated for NDC-ME. We obtained a total
of 19 min of annotated data for CCDB, 26 min
for IFADV and 95 min for NDC-ME (the sessions
were longer than the others). The S&L intensities
were also annotated but were not taken into account
in this study

4 Mimicry Definition

By definition, one’s expression is being mimicked
when it is replicated by the interlocutor. Mimicry
was previously studies in the literature. We based
our implementation of it on the previous works
(Feese et al., 2012; Terven et al., 2016)2. For event
B to mimic event A, B must begin after A’s start
and can continue until A’s stop within a margin
∆T . In order to avoid double counting mimicry, B
should stop before the next A starts. So, to count
an event as mimicry the following must apply:

Tstart(Ai)<Tstart(Bi) (1)

Tstart(Bi)<min{Tstop(Ai)+∆T,Tstart(A(i+1)) (2)

Where Bi and Ai are respectively the ith event
in sequences of events and Tstart and Tstop are
respectively the starting and stopping times of an
event. Here ∆T = 0 (0.5, 1, 1.5 and 2 seconds were
also tested with similar results).

To quantify mimicry and compare it across the
entire dataset, we use the probability that an expres-
sion Bi mimics A. We therefore calculate:∑N

n=0
mBA∑M

n=0
Bn

(3)

Which represents B mimicking A (mBA) over
all occurrences of B.

To be precise, mimicry is usually only consid-
ered for the same expressions. But for the sake of

2Please refer to the implementation in the CBA toolkit

Figure 1: Mean mimicry probabilities for
Speaker (SPK) mimicking Listener (LSN)’s
smiles (Sm) and Laughs (L)

this study, this will be extended to also included
smiles mimicking laughs and vice-versa.

5 Results

Mimicry was thus calculated for each
speaker/listener segments, per expression
and for each session. We thus obtain one value
representing the probability of a mimicry event to
occur for each pair of videos annotated. The mean
value of was calculated to represent mimicry for
each pair of expressions and dataset considered.
The results are shown below. They show the mean
mimicry values for the smiles (Sm) and laughs (L)
when the speaker (SPK) mimics the listener (LSN)
(Fig. 1) and vice-versa (Fig. 2).

The observations that will follow are obviously
not representative of the S&L dynamics in general
in dyadic conversations considering the imbalance
in the data used here and the fact that it was an-
notated by a single person. Also other parameters
such as the intensity are important to consider as
suggested by our previous study (El Haddad et al.,
2019). Although these were annotated, they were
not considered for this study but will be the subject
of future work. Nevertheless, these observations
give interesting first insights.

The main common points between these results
and the ones in (El Haddad et al., 2019)), are the
following: i) smiles seem to mimic smiles in rela-
tively high probabilities and in all cases; ii) laughs
mimicking smiles seem to have low probabilities
in all cases; iii) smiles mimicking laughs seem to
have a rather high probability; iv) laughs mimick-
ing laughs’ probability is rather high when LSN
mimic SPK.

A main difference to note is that, even though
laughs mimicking laughs has a rather low proba-
bility for all three datasets studied here, it seemed

https://github.com/kelhad00/CBA-toolkit
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Figure 2: Mean mimicry probabilities for Lis-
tener (LSN) mimicking Speaker (SPK)’s smiles (Sm)
and Laughs (L)

to have a high probability in our previous work.
This might be due to the amount of data studied
or might be related to the context, topic or partic-
ipants behaviors. Further work should be made
for a clear conclusion. These results show that the
observations made in our previous work might be
generalized to broader interaction contexts.

6 Conclusion

In this paper we presented our ongoing work
on cross-corpora nonverbal expressions dynamics.
Here, we compared S&L mimicry across datasets
and observed several similarities with our previous
work. These first results are encouraging for future
work which aim at improving the way we interact
with virtual agents. Indeed, a better understanding
of nonverbal expression dynamics will serve as a
benchmark for future evaluations and a reference
for building and debugging data-driven systems.

Finally, with this work, we introduce our attempt
to build a large database formed of the data pro-
duced by, and already available for the community.
This is motivated mainly by the need of more data
to improve intelligent systems in Human-Agent
Interaction applications. In the rise of deep learn-
ing and data hungry systems, the quantity of data
available for specific tasks is important. Although,
there exist several datasets available containing an-
notated data of smile or laughter, or even both, they
are individually either not sufficient or not adequate
to train systems for specific tasks. Some of the rea-
sons for this are: i) the data available do not have
a homogeneous format (modality, recording setup,
etc.), ii) the content can vary greatly because of
the context of recording for instance, iii) the an-
notations, if available, were made with different
annotation protocols and tools and so, are usually
different from one dataset to another.
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