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Abstract
This extended abstract outlines STREP, our
(S)ustainable and (T)rustworthy (REP)orting
framework. It communicates performance indica-
tors of systems that build on artificial intelligence
and thus makes them more trustworthy.
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1. Introduction

While artificial intelligence (AI) and machine learn-
ing (ML) are ubiquitous tools in various domains,
their trustworthiness is frequently called into ques-
tion [1]. One important factor for increasing trust in
AI systems resides in communicating novel techno-
logical advances and results to the users of such sys-
tems. Current ways of reporting the performance of
an AI system, however, often produce outcomes that
are hard to reproduce, lack information on the com-
puting setup and on the resource usage, and focus on
expert users instead of non-experts. To address these
issues, we recently proposed the STREP framework
as an important step towards more (S)ustainable and
(T)rustworthy (REP)orting [2].

This extended abstract and the associated poster
summarize the key points of STREP, such as cus-
tomizable reporting options, interactive controls, and
labels for more abstract communication. Our work
highlights the importance of resource efficiency, in-
teractivity, comprehensibility, usability, and repro-
ducibility in ML reporting. Through these efforts, we
advance the state-of-the-art in ML reporting by pro-
moting sustainability [3], trustworthiness, and user-
centric design. We also discuss STREP within the
broader context of the triangular research vision—a
joint consideration of data, knowledge, and context—
that we pursue at the Lamarr Institute.

2. Sustainable and Trustworthy
Reporting

Reporting the performance of a ML system requires
a thorough characterization of the corresponding ex-
periments and results. In STREP, schematically dis-
played in Figure 1, we denote an experimental evalu-
ation setup as a tuple (d, t,m), which corresponds to
solving a specific task t on given data d via some
method m. An example would be to classify (t)
a fixed number of ImageNet images (d) with Mo-
bileNetV2 (m) [4]. An evaluation of this kind results
in a trained model with specific properties p(d,t,e)

which describe the predictive quality (e.g., accuracy,
error) of the model and its resource demand (e.g.,
number of parameters, energy draw).

Unavoidably, these properties are subject to the ex-
ecution environment e, i.e., to the software and hard-
ware that are used during the evaluation; therefore,
they are hard to compare across different execution
environments. STREP solves this issue via relative
index scaling, a mapping of all real-valued proper-
ties onto the unit scale to allow for straightforward
comparisons and aggregations.

Since a user might not find all properties of a
model to be equally relevant, ML reporting has to
offer an interactive investigation of the underlying re-
sults. STREP allows uses to control the importance
of method properties for their overall performance as-
sessment, hence enhancing user engagement and sup-
porting the understanding of the reported results. To
benefit also non-expert audiences, STREP supports
the generation of high-level ML labels [5] that can
inform users in a more abstract and more easily com-
prehensible way.

We have used STREP to gain insights into exist-
ing benchmarks and open databases from various do-
mains. Our experiments showcase how dramatically
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Figure 1: The proposed framework for sustainable and trustworthy reporting, originally presented in [2]

under-reported resource usage is in public databases
like Papers With Code. At the same time, our exper-
iments demonstrate how well a thorough reporting
on resource demand can improve the understanding
of model performance.

3. Trustworthy and Resource-Aware
AI at the Lamarr Institute

STREP is a prime example of the research vision
that we pursue at the Lamarr Institute for Machine
Learning and Artificial Intelligence. We believe that
AI systems need to be designed and implemented
along three dimensions: data, knowledge, and con-
text. This understanding can also be seen in STREP
- when reporting on empirical performance measure-
ments (data), the context of the experiments (e.g.,
execution environment) as well as the knowledge of
the target audience need to be specifically considered.

In addition to the systematic reporting of AI per-
formance, our institute also investigates trustwor-
thy AI in terms of interpretability, explainability,
and ethics, as well as resource-aware AI. We address
these topics in diverse application fields and interdis-
ciplinary research areas.
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