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1. Introduction

In recent years, with the increasing importance of
dataset privacy in machine learning (ML) applica-
tions, there has been an increased demand for secure
and privacy-preserving solutions [1, 2]. Consequently,
encryption techniques have become known as a criti-
cal tool for protecting data privacy in an era of mas-
sive data use, exchange, and analysis [3, 4]. Encryp-
tion protects data against illegal access and disclo-
sure by changing it into unreadable ciphertext that
can only be decrypted by authorized parties [5–7]. In
the field of ML, where sensitive data is often utilized,
in such a process the use of encryption techniques has
significant potential for providing privacy-preserving
model training and inference [7, 8].

Therefore, this article analyzes, investigates, and
compares three widely used encryption techniques.
Each encryption method offers unique advantages
and trade-offs [9–11]. Thus, we evaluate the perfor-
mance of Convolutional Neural Network (CNN) mod-
els trained on encrypted datasets using these encryp-
tion techniques to provide detailed information on the
effectiveness, practical concerns, and applicability of
various methods for real-world applications by com-
pletely analyzing them within the context of com-
puter vision. We test the performance of CNN models
trained on encrypted data with several encryption ap-
proaches using neural models based-architecture [12].
Parameters such as training time, memory usage, and
classification accuracy are analyzed and compared
between encryption methods. We also look into the
effect of encryption on model interpretability and ro-
bustness against adversarial attacks. Furthermore,
to support our study we demonstrate our approach
by using practical implementation—to showcase the

performance and efficiency of each encryption strat-
egy in protecting data privacy while keeping model
accuracy and testing in a real-time recognition appli-
cation using an edge device such as NVIDIA Jetson.
Through this comparative analysis, researchers and
developers can achieve a more in-depth understand-
ing of the importance and issues involved with the
integration of encryption techniques into ML espe-
cially in computer vision application workflows.

2. Analysis Methodology

A CNN architecture is utilized for the classification
task due to its effectiveness in handling image data
[13–15]. The architecture comprises two convolu-
tional layers followed by max-pooling layers that en-
able hierarchical feature extraction from the input
images. Each convolutional layer is activated us-
ing the ReLU activation function to introduce non-
linearity. The resulting feature maps are downsam-
pled using max-pooling layers to reduce spatial di-
mensions and extract dominant features. Subse-
quently, a flattened layer transforms the 2D feature
maps into a 1D vector which helps the compatibility
with densely connected layers. Two fully connected
(dense) layers with ReLU activation functions further
process the extracted features, promoting non-linear
transformations and capturing intricate patterns in
the data. Finally, a dense layer with a softmax ac-
tivation function is employed for multi-class classifi-
cation that generates probability distributions over
the output classes. This CNN architecture uses the
hierarchical nature of neural networks to effectively
classify the handwritten digit images present in the
MNIST dataset [16–18].
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Table 1: Accuracy with Resource Consumption

Encryption Test CPU Time Memory
Model Accuracy (sec.) (KB)

Original Data 99.25% 85.50 306,140
XOR 96.70% 76.61 156

S.Cipher 11.35% 75.92 30,744
Homomorphic 98.02% 75.92 30744

2.1. Encryption Techniques

Three encryption techniques are utilized to protect
the privacy of the MNIST dataset during model train-
ing and evaluation. First, XOR encryption involves
applying the bitwise XOR operation between the im-
age pixel values and a randomly chosen integer en-
cryption key. This process effectively rearranges the
pixel values based on the binary representation of
both the image and the key. Second, substitution
cipher encryption shifts pixel values by a fixed inte-
ger value (encryption key) using modulo addition. In
this process, each pixel value in the image is shifted
by the chosen encryption key, wrapping around if
the resulting value exceeds the maximum pixel in-
tensity. Last, homomorphic encryption enables com-
putations on encrypted data without decryption, pre-
serving data privacy during processing. An encryp-
tion homomorphic scheme is applied to the pixel val-
ues using a predefined encryption key for arithmetic
operations on encrypted data while maintaining con-
fidentiality.

3. Experimental Results

The experimental results showcase the performance
and resource consumption of the CNN model trained
on different encryption techniques applied to the
MNIST dataset. Therefore, XOR and homomor-
phic encryption techniques showed reasonable per-
formance with minimal computational overhead, and
substitution cipher encryption significantly degraded
the model’s accuracy, indicating its limitations in pre-
serving data integrity for image classification tasks,
details of each model results can be seen in Table
1. These results highlight the trade-offs between
data privacy and model performance. Furthermore,
to support our study exploration, we analyze sta-
tistical properties. The statistical properties pro-
vide information into the distribution characteristics
of pixel values in the encrypted datasets obtained
using different encryption techniques. Therefore,

Figure 1: A handwritten digit on the left and on the
right the model predicted number in real-
time using XOR-encrypted dataset.

XOR-Encrypted Data - Mean: 0.4887 and Variance:
0.0088, demonstrate a mean value close to 0.5, indi-
cating a balanced distribution of pixel values around
the midpoint. The variance is relatively small, sug-
gesting moderate dispersion of pixel values around
the mean. However, Substitution-Encrypted Data
- Mean: 0.1966 and Variance: 1.4825e-06, similarly
Homomorphic-Encrypted Data - Mean: 0.1236 and
Variance: 0.0882, shows a significantly lower mean
value compared to XOR-encrypted, indicating a shift
in the pixel value distribution. The variance sug-
gested a minimal dispersion of pixel values around
the mean.

3.1. Real-Time Implementation

In the real-time implementation, we demonstrate the
system’s capability to predict handwritten digits from
uploaded images seamlessly and efficiently while pre-
serving data privacy using encryption techniques. To
provide a concrete example, Figure 1 showcases an
uploaded image of a handwritten digit on the left and
on the right the model predicted number in real-time
testing. Therefore, through this demonstration, we
illustrate the system’s ability to preprocess incoming
images, feed them into the XOR encrypted model,
and seamlessly provide accurate predictions without
compromising data privacy. Additionally, all test re-
sults are available on our GitHub channel.
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